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ARTICLE INFO ABSTRACT

We present a regional modeling study that analyzes how planetary boundary layer (PBL) and surface layer
parameterizations influence surface ozone concentrations and dry deposition fluxes over the Beijing-Tianjin-
Hebei region in summer (July 2015). We use the Weather Research and Forecasting Model coupled to Chemistry
(WRF-Chem) to simulate surface ozone concentration and dry deposition, and examine three PBL schemes: the
Yonsei University (YSU), Mellor-Yamada-Janji¢ (MYJ), and Asymmetric Convective Model version 2 (ACM2)
schemes. The model sensitivity to surface layer schemes is also tested by coupling the ACM2 PBL scheme with
either the revised MM5-similarity scheme or the Pleim-Xiu surface layer scheme. Key physical and chemical
factors for ozone dry deposition parameterization are analyzed to explore the root causes of model discrepancies.
We find that all simulations overestimate the summertime daily mean ozone concentrations over North China
(42 ppbv in observations vs. 43-50 ppbv in model results for July 2015) that are caused by high biases in
daytime ozone and partly compensated by low biases in nighttime ozone. The YSU scheme has the largest
overestimate in daily mean ozone concentration, but best reproduces the ozone diurnal cycle. The ACM2 scheme
shows the largest underestimates of surface ozone over North China during nighttime, which can be explained by
its weakest vertical mixing leading to high NO, concentrations and strong ozone titration near surface. The
choices of PBL and surface layer schemes lead to over 20% differences in ozone dry deposition fluxes due to
differences in simulated surface ozone concentrations and dry deposition velocities. We find the differences in
dry deposition velocity are mainly caused by differences in Monin-Obukhov length during nighttime and surface
temperature during daytime. Our study emphasizes the needs to better understand these key PBL and surface
factors for reducing the uncertainties in model simulation of surface ozone concentration and dry deposition.
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1. Introduction

Ozone in the atmospheric planetary boundary layer (PBL) is an air
pollutant that threatens human health and damages vegetation (Bates,
2005; Avnery et al., 2011). It also contributes to global warming as an
important greenhouse gas (IPCC), and impacts the atmospheric oxi-
dizing capability as a primary source of hydroxyl radical. The main
source of tropospheric ozone is photochemical oxidation of volatile
organic compounds (VOCs) and carbon monoxide in the presence of
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nitrogen oxides (NO, = NO+NO,). Human activities have significantly
enhanced tropospheric ozone burden in the 20th century (Young et al.,
2013; Cooper et al., 2014), which lead to 0.7 = 0.3 million human
death and 79-121 Tg of crop production reduction in 2000 (Anenberg
et al., 2010; Avnery et al., 2011; Tai et al., 2014). In particular, the
Beijing-Tianjin-Hebei (BTH) region in North China now suffers high
levels of surface ozone pollution due to fast economic growth and in-
dustrial developments (Wang et al., 2006; Chan and Yao, 2008; Lu
et al.,, 2018), and becomes a region with severe human health and
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vegetation exposure to ozone pollution (Lu et al., 2018).

Removal of ozone in the PBL is mainly through chemical loss and
dry deposition processes. On the global scale dry deposition removes
about 25% of tropospheric ozone to the Earth's surface (Lelieveld and
Dentener, 2000). Dry deposition velocities for ozone to vegetated areas
are much higher than to non-vegetated areas, and vary with plant
function types, leaf area index, and meteorological conditions (Wesely,
1989). Of all ozone deposited to the vegetated surface, one third to two
thirds are usually taken up by plant stomata (Wesely and Hicks, 2000),
representing a key pathway of ozone damage on plant health (Fowler
et al., 2001). Other factors, such as land type, vegetation, and carbon
dioxide concentrations, have also been found to directly or indirectly
affect surface ozone concentration through dry deposition processes
(Sitch et al., 2007; Fan et al., 2014; Tao et al., 2015; Heald and Geddes,
2016; Lai et al., 2016; Zhao et al., 2017; Zhang et al., 2017).

PBL meteorology heavily influences surface air quality in ways such
as photochemistry, vertical mixing, and deposition (Garratt, 1994). The
accuracy of air quality modeling then largely relies on the inputs of PBL
meteorology from weather forecasting models. As the resolution of
weather forecasting models usually cannot resolve the turbulent mo-
tions in the boundary layer, most of them apply PBL parameterizations
to calculate the interplay of heat, moisture, and momentum between
the sub-grid turbulence and large-scale advection. In the Weather Re-
search and Forecasting model (WRF), a number of PBL parameteriza-
tions are implemented based on local or non-local closure schemes
(Stull, 1988). Local closure schemes are developed based on the K-
theory (e.g., the Mellor-Yamada-Janji¢ (MYJ) scheme, Janji¢, 1990,
1994), in which turbulent mixing in each grid cell is only related to its
adjacent layers. The local closure schemes are generally efficient for
simulating stable PBL but underestimate vertical mixing by sub-grid
large eddies under unstable PBL (Cohen et al., 2015). Non-local closure
schemes often include a cross grid transport term to represent the large
eddies (e.g., the Yonsei University (YSU) scheme, Hong et al., 2006).
Although the non-local PBL schemes improve the representation of
deep vertical mixing, they tend to deepen the PBL excessively (Cohen
et al., 2015). There are also hybrid local-nonlocal PBL schemes such as
the Asymmetric Convective Model v2 (ACM2) (Pleim, 2007), which
apply local parameterizations for stable PBL and add non-local terms
for unstable PBL.

Previous studies have evaluated WRF-Chem simulations of ozone
concentrations using different PBL parameterizations in Houston
(Cuchiara et al., 2014) and Mississippi Gulf coastal region (Yerramilli
et al., 2010). Both studies demonstrated the importance of PBL para-
meterizations to surface ozone simulation. However, these work neither
analyzed the reasons that led to model differences when using different
PBL schemes, nor tested how PBL schemes influence estimates of ozone
dry deposition as an important metric for vegetation exposure. In this
study, we will investigate the sensitivities of surface ozone concentra-
tion and dry deposition to different PBL parameterizations using the
WRF-Chem model with a focus on the BTH region. The aim of this study
is not to choose a preferred PBL scheme in WRF-Chem, but to trace the
root causes of model differences, and in particular to identify the key
controlling PBL factors. Such analyses are important for pointing out
factors that we need to improve in the PBL schemes for better simu-
lating ozone pollution.

2. Method
2.1. The WRF-Chem model

We use the WRF-Chem v3.6 model (Grell et al., 2005) to investigate
the sensitivity of surface ozone simulation to PBL parameterizations.
Our analyses focus on July, a typical surface ozone peaking month.
Each simulation is initialized on 27 June 2015 with the initial/
boundary conditions of meteorology provided by NCEP Final Opera-
tional Global Analysis data (data available at http://rda.ucar.edu/

Atmospheric Environment 218 (2019) 116950

A NCDC sites
O CNEMC sites

O T T T T T T

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Terrain Height (m)

Fig. 1. Map of model domain (left panel) and the BTH region (right panel). Blue
triangles denote the locations of NCDC meteorological sites and red circles
denote CNEMC sites for surface ozone monitoring. (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web
version of this article.)

datasets/ds083.2). The first 5 days are treated as spin-up and model
results from 1 July 2015 are used for analysis. The 5-day spin-up is
sufficient for the WRF-Chem regional model to initialize ozone condi-
tions over BTH since ozone has a short lifetime of hours over high
polluted regions (Monks et al., 2015). Meteorology is calculated online
without applying the four-dimensional assimilation (FDDA) in the
model. The model has a horizontal resolution of 27 km with 57 vertical
layers from the surface to 10 hPa. As shown in Fig. 1, the model domain
covers most of Eastern China and its adjacent oceans. The BTH region is
surrounded by the Yan Mountains to the north and the Taihang
Mountains to the west.

Table 1 summarizes the model settings in this study. We use the
Goddard Space Flight Center shortwave scheme (Chou and Suarez,
1994) and the rapid radiative transfer model (RRTM) (Mlawer et al.,
1997) to simulate longwave and shortwave radiations, the single-mo-
ment 6-classes scheme and the Grell 3-D Cumulus scheme to para-
meterize cloud and precipitation (Grell and Dévényi, 2002), and the
unified Noah land-surface model to estimate land surface properties.
Chemical initial and boundary conditions are generated by the WRF-
Chem preprocessor tool (MOZBC) from CAM-Chem outputs. The gas-
phase chemistry is simulated by the Carbon Bound Mechanism version
Z (CBMZ) with photolysis rates calculated by the Fast-J photolysis
scheme. Aerosol formation is calculated by the Model for Simulating
Aerosol Interactions and Chemistry (MOSAIC) with aerosol diameters
divided into 4 size bins. Effects of aerosol on cloud formation (direct/
indirect effects) are turned off (Zhou et al., 2019). Anthropogenic
emissions are from the MIX emission inventory (Li et al., 2017) for 2015
over East Asia. Natural emissions include Fire INventroy from NCAR

Table 1
WRF-Chem model configurations.

Meteorology initial/boundary conditions FNL analysis and forecast every 6 h

Chemistry initial/boundary conditions MOZBC

Land surface Noah

Shortwave radiation Goddard Space Flight Center
Longwave radiation RRTM

Cumulus parameterization Grell 3-D scheme
Microphysics Single-moment 6-class scheme
Gas-phase chemistry CBMZ

Aerosol scheme MOSAIC (4 bins)

Photolysis scheme Fast-J
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(FINN; data available at http://bai.acom.ucar.edu/Data/fire/) and
biogenic VOC emissions calculated by the Model of Emissions of Gases
and Aerosols from Nature (MEGAN) (Guenther et al., 2012).

2.2. Dry deposition calculation in WRF-Chem

Dry deposition fluxes (F4) in WRF-Chem are calculated as the pro-
duct of tracer concentration and dry deposition velocity (v;) at the
lowest model layer (z;). Based on the resistance-in-series model
(Wesely, 1989), v, is parameterized as:

Vg =1/(R, + Ry, + R,) (€8]

where R, is the aerodynamic resistance to the transfer from z; to the
roughness height (z,). Based on the similarity theory, R, largely de-
pends on the surface layer stability and is calculated as a function of
surface layer turbulence parameters including friction velocity (u*) and
the Monin-Obukhov length (L):

21
Ru(z1, 20) = ‘[@(%)/(kU*%)d%
2 (2)

Here @ is a stability-dependent function (Businger et al., 1971) and k is
the von Karman constant. Generally, R, values are much larger in stable
boundary mixing layers than those in unstable boundary mixing layers.
Ry, is the boundary layer resistance to transfer between the roughness
height and the actual surface. R. is the resistance to surface uptake,
which can be further divided into several series and parallel compo-
nents to represent resistances to vegetation, the lower canopy, and
ground. Among the resistances, Ry, is typically much smaller than R,
and R,, and is often neglected in many models. For ozone dry deposition
calculations in WRF-Chem, R}, is set to be a small constant for a given
land type, and is thus not discussed in this study.

Model parameterizations of PBL mixing can influence the calcula-
tion of R, by affecting the PBL parameters, such as friction velocity and
Monin-Obukhov length in Eq. (2), and also influence R. by affecting
model simulation of meteorological parameters at surface. The R, is
calculated by the Ohm's law:

1 1 1 1Y
R=|—— +— + — 4+~
Ry+Ry Rw Riac+Ru Ry 3)

Here the bulk resistances to leaf stomata (R;), to the leaf mesophyll
(Rm), to the upper canopy (Ry), to the buoyant transfer of gases over
the lower canopy (Rqc), to surface in the lower canopy (R.), and to the
ground (Rg) are considered. Although R. includes several components
as shown above, for ozone, only the bulk resistance to leaf stomata R;
and the resistance to buoyant transfer of gases over the lower canopy
Ry are parameterized to be affected by meteorological conditions in-
cluding solar radiation reaching ground (GSW) and surface temperature
(Ty) using the equations below:

Ry = Ri{1 + [200(GSW+0.1)"1]?}{400[T; (40 — T,)]'} (O]
R4 = 100[1 + 1000(GSW+10)"'](1 + 10008)~! (5)

where R; is a constant given for each season and 6 is the slope of local
terrain. When surface temperature is outside the range of 0-40 °C, R
values would then become very large as the leaf stomata close under too
cold or too warm conditions. R can also be influenced by humidity and
soil moisture (Noilhan and Planton, 1989; Anav et al., 2018), but is not
considered in the Wesely scheme.

2.3. Model experiments

We design four model experiments to investigate the sensitivity of
ozone simulation to PBL parameterizations as listed in Table 2. Three
PBL parameterizations are employed, including the local closure MYJ
scheme (Janji¢, 1990, 1994), non-local closure YSU scheme (Hong
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Table 2
List of model experiments.

Simulation PBL scheme Surface layer scheme
YSU_MM5 YSU Revised MM5
MYJ_Eta MYJ Eta similarity
ACM2_MM5 ACM2 Revised MM5
ACM2_PX ACM2 Pleim-Xiu

et al., 2006), and hybrid local-nonlocal ACM2 scheme (Pleim, 2007), to
account for different turbulence closures. Each PBL scheme is coupled
to a specified surface layer (SFL) scheme, which calculates exchanges of
heat, moisture and momentum between the land surface and the PBL.
The YSU scheme can only be applied with the revised MM5-similarity
SFL scheme (Zhang and Anthes, 1982), while MYJ is coupled to the Eta-
similarity SFL scheme (Janjic, 1996). The ACM2 scheme can be applied
with either the revised MM5-similarity scheme or the Pleim-Xiu SFL
scheme (Pleim, 2006; Gilliam and Pleim, 2009).

Generally, the SFL parameterizations estimate the land-PBL ex-
changes by solving the flux—profile relationships with the similarity
theory. The revised-MMS5 scheme calculates the similarity functions for
four different stability regimes defined by the bulk Richardson number
(Zhang and Anthes, 1982), while the Pleim-Xiu SFL scheme only se-
parates stable and unstable conditions (Pleim, 2006). The Eta-similarity
scheme applies the Beljaars (1995) correction for the free convention
cases. The thermal roughness length parameterization, which corrects
the inconsistency lead by using potential temperature at ground as
boundary conditions, is only implied in the Pleim-Xiu SFL and Eta-si-
milarity schemes (Janjic, 1996; Pleim, 2006).

Here we use the model simulation with the YSU PBL scheme and the
revised MMS5 SFL scheme (YSU_MMS5) as the base simulation. Simulated
differences in sensitivity simulations (MYJ_Eta and ACM2_MMS5) re-
lative to the base simulation then represent the overall influences from
PBL and SFL schemes. We also examine the model sensitivity to SFL
parameterizations alone using the ACM2_PX simulation (the ACM2 PBL
scheme coupled to the Pleim-Xiu SFL scheme).

We compare the WRF-Chem simulated meteorological fields using
different PBL parameterizations with measurements from the National
Climate Data Center (NCDC; https://gis.ncdc.noaa.gov/maps/ncei/
cdo/hourly) database. Fig. 1 shows the locations of NCDC sites over
the BTH region, and Fig. 2 presents the time series of observed vs. si-
mulated meteorological variables including surface 2-m temperature,
dew point temperature, and 10-m wind speed for July 2015 averaged
over the BTH sites. The correlation coefficient and the normalized mean
bias (Bias = 211 M™; — 0y)/ 211 0;) for N observed (O) and model (M)
values are calculated as statistical metrics. Supplementary Fig. S1
shows observed vs. modeled diurnal variations with the root-mean-
square error (RMSE = N/%Z?':l M; — 0)?/ 211 0O;) calculated. As
shown in Fig. 2 and Fig. S1, all model simulations generally capture
observed surface temperature and dew point temperature (humidity)
with small mean biases and RMSE of less than 1%, but they all tend to
overestimate surface wind speed by more than 30%. Even larger biases
(generally over 80%) can be seen when comparing the zonal and
meridional wind components (Supplementary Fig. S2). The high biases
in wind speed may be caused by several factors such as coarse model
resolution (Wang et al., 2016) and not well representation of urban heat
island (Fan et al., 2013). Such bias can be partly corrected with nested
grids (Wang et al., 2016). Model evaluations of meteorology also in-
dicate that PBL parameterizations have small influenes on the simulated
monthly mean meteorological variables over BTH, similar to a previous
study focused on Houston in the US (Cuchiara et al., 2014). However,
the differences can be episodically significant, in particular for wind
speed (Fig. 2 and Fig. S2).
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Fig. 2. Measured and simulated hourly 2m temperature (top), dew-point tem-
perature (middle), and wind speed (bottom) averaged over the BTH NCDC sites
in July 2015. Measurements (black lines) are compared with model results from
YSU_MMS5 (red), MYJ Eta (green), ACM2_MMS5 (blue), and ACM2_PL (yellow)
sampled at the BTH NCDC sites. (For interpretation of the references to colour
in this figure legend, the reader is referred to the Web version of this article.)

3. Results
3.1. Influences of PBL scheme on ozone concentration

We evaluate the model simulation of ozone concentrations using
surface measurements from the China National Environmental
Monitoring Center (CNEMC) Network (http://113.108.142.147:20035/
emcpublish/). Fig. 1 also shows the locations of the CNMEC sites. Fig. 3
shows the measured and simulated surface ozone diurnal cycles aver-
aged over the CNMEC sites in BTH. All model simulations, while cap-
turing the strong ozone diurnal cycle, overestimate the observed mean
ozone concentration in July 2015 over BTH by 1-8 ppbv (42.1 ppbv in
observations vs. 43.2-50.5 ppbv in model results). When comparing
hourly surface ozone values, we can see that the mean biases are caused
by large overestimates in daytime ozone (over 20 ppbv at noon) and are
partly offset by underestimates during nighttime. Previous studies have
pointed out that underestimation of nighttime ozone by WRF-Chem
may due to uncertainties in ozone and NO reactions (Chen et al., 2013;
Zabkar et al., 2015). Comparisons with hourly surface NO, measure-
ments show large model overestimates during nighttime (Fig. S3). All
model results simulate the daily ozone peak time about 2 h earlier than
measurements, reflecting model biases in the NO, emission diurnal
cycle or the chemical mechanism. The model simulation with the ACM2
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Fig. 3. Mean diurnal cycle of surface ozone concentrations in July 2015 aver-
aged over the BTH MEP sites (Fig. 1). The black line represents the averages of
MEP observations with vertical bars denoting the standard deviations among
sites. Colored lines are corresponding model results with different PBL schemes.

scheme shows much larger underestimation (~10 ppbv lower) than
model results with YSU and MYJ schemes during nighttime. This is
consistent with Cuchiara et al. (2014) that also found simulations of
surface ozone concentrations at Houston with ACM2 are distinctly
different from those with other PBL schemes. We find here that al-
though the YSU scheme has the largest bias in daily mean ozone, it
shows relatively better agreement with the measured diurnal cycle as
indicated by the smaller model underestimates (< 4 ppbv) during
nighttime.

To further understand model simulated differences due to different
PBL schemes, we compare in Fig. 4 the diurnal variations of ozone and
NO, vertical profiles in the lowest 1 km as simulated by YSU_MM5 and
ACM2_MMS5. Here and afterwards, the model results are averaged over
the whole BTH grids to better represent this region. During nighttime

(2000-0700 local time), ACM2 MM5 simulates lower ozone
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1000 =
900 | -
800 | =
700 -
£ 600 =
Os £ 500 o -
T 400 -
300 =
200 =
100 -
p g
=T T T T T T T T T 1T T 1 1T 1T 1T T
2 5 8 11 1417 2023 2 5 8 11 14 17 20 23
hour hour
10 20 30 40 50 60 70 80 90 -15-10 -5 2 0 2 5 10 15
1000 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
900 | - -
800 | - -
700 - -
€ 600 - -
£ 500 i 1 -
o 2 :
300 | [N - -
. ¥y
100 : _| -
I W . A e
L L

T F L iF @& I @& &
2 5 8 11 14 17 20 23 2 5 8 11 14 17 20 23

hour hour
<[[THjnEae |
1T 2 4 6 9 1215 20 -15-10-5 2 0 2 5 10 15

[ppb] [ppb]

Fig. 4. Diurnal cycles of ozone (top panels) and NO, (bottom panels) vertical
profiles in the lowest 1 km in July 2015. Model results of YSU_MMS5 (left panels)
are compared with ACM2_MMS5 calculated as ACM2_MM5 minus YSU_MMS5 in
the right panels.
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concentrations than YSU_MMS5 near surface (below 100m) but higher
ozone concentrations at higher altitudes above 100 m. During daytime
(0800-1900 local time), ACM2_MMS5 generally simulates higher ozone
concentrations throughout the lowest 1 km. Both ozone and NO;, levels
show distinct vertical gradients during nighttime (2000-0700 local
time) when PBL is stable. As all emissions of nitric oxide (NO) are
emitted in the lowest model layer in this study, near-surface NO, con-
centrations are highly sensitive to vertical mixing. We attribute the
differences between YSU_MMS5 and ACM2_MMS5 to the weaker vertical
mixing under nighttime stable boundary layers calculated by the ACM2
PBL scheme. Weaker vertical mixing during nighttime in ACM2_MM5
than other PBL schemes leads to more NO (Fig. S4) and NO, and thus
stronger ozone titration near surface. Lower NO, concentrations and
less ozone mixed to the surface together lead to higher ozone con-
centrations at higher altitudes (above 100m) in ACM2_MMS5. During the
daytime, strong vertical mixing under unstable boundary layers can
then mix the more preserved NO, to high altitudes and lead to higher
ozone formation in ACM2_MMS5.

One important uncertainty in the discussion above can be the ver-
tical placement of emissions in the model. NOy emissions from power
plant and industry chimneys, which account for 65% of total NOy
emissions over the BTH region, are elevated point sources. For example,
heights of chimneys of electrical generating units are usually 100-238m
(Song et al., 2006), corresponding to the 3rd-5th levels in our model
simulation. Assuming all NOy is emitted in the lowest model layer
(0-25m) may affect the WRF-Chem ozone simulation and its sensitivity
to PBL schemes. Here we have further performed additional model
experiments for YSUMMS5 (YSUMM52) and ACM2MM5
(ACM2_MMS5_2) but using elevated NO, sources from power plant and
industry following Table S1. It should be noted that these simulations
still may not fully represent the vertical distributions of NOy emissions
due to a lack of such information in the Chinese emission inventory and
not considering plume rise (Guevara et al., 2014) as well. As shown in
Supplementary Fig. S5, model results with elevated NO, sources would
largely improve the model nighttime ozone simulation. Model under-
estimates of nighttime ozone levels in ACM2_MMS5 decrease from about
20 ppbv to less than 10 ppbv, and model results with YSU_MMS5 show
near zero bias during nighttime. However, changing emissions height
leads to minor changes in daytime surface ozone concentrations due to
strong vertical mixing under unstable PBL conditions. Previous studies
have found that changes in NO, emission intensity affected nighttime
surface ozone concentrations (Awang et al., 2015; Yan et al., 2018).
Here we show that vertical distributions of NO, emissions from elevated
point sources can be also an important factor. The simulated differences
between ACM_MMS5 and YSU_MMS5 largely remain, reflecting the im-
pacts of PBL parameterization as discussed above.

3.2. Influences on ozone dry deposition

We now examine how PBL schemes influence ozone dry deposition
as simulated by the WRF-Chem model. Fig. 5 shows the spatial dis-
tribution of ozone dry deposition fluxes simulated by YSU MMS5 aver-
aged over daytime and nighttime of July 2015, and the differences
between YSU_MMS5 and other PBL schemes. Ozone dry deposition fluxes
are higher to the northern part of BTH (over 2.6 kgkm ™2 h™! for the
daytime mean and 1.2kgkm ™2 h™! for the nighttime mean) than the
southern part (1.0-1.2kgkm~2 h~! for the daytime mean and
0.6-1.0kgkm ™2 h™?! for the nighttime mean). Higher dry deposition
fluxes to the northern BTH are mainly driven by higher dry deposition
velocities in the daytime, and by both higher ozone concentrations (Fig.
S6) and dry deposition velocities in the nighttime. As for the total ozone
dry deposition to BTH, daytime mean fluxes (2.0 x 108 kg month™1%)
are more than twice as nighttime values (0.92 x 10®kg month™!).
YSU_MMS5 simulates the lowest dry deposition fluxes during daytime
(about 20% lower than MYJ_Eta and ACM2_PX at noon), but more than
30% higher than ACM2_PX at night.
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Fig. 6 shows diurnal variations of simulated ozone dry deposition
fluxes averaged over BTH using the YSU_MMS5 scheme. We also analyze
here the differences in surface ozone concentration, ozone dry deposi-
tion velocity and flux when using other PBL schemes. We can see that
both differences in surface ozone concentration and dry deposition
velocity lead to model simulated differences in ozone dry deposition
fluxes, and the latter shows a larger contribution. As shown in Fig. 6,
nighttime ozone dry deposition velocities and surface ozone con-
centrations in ACM2 PX are, respectively, 0.05-0.1 cm s™! (15-30%)
and 5-15ppbv (5-35%) lower than YSU MMS5, resulting in
0.2-0.4 kgkm ™2 h™! (8-35%) lower dry deposition fluxes. Higher
daytime ozone dry deposition fluxes simulated by MYJ Eta and
ACM2 _PX are mainly caused by higher dry deposition velocities (more
than 0.1 cms™ 1), while higher daytime fluxes in ACM2_MMS5 than
YSU_MMS5 are caused by higher surface ozone concentrations. The
comparison of ACM2_MM5 and ACM2_PX model results indicate that
calculations of dry deposition velocity are sensitive to surface layer
parameterization.

Hardacre et al. (2015) previously compared simulated ozone dry
deposition fluxes by 15 chemical transport models that contributed to
the TF HTAP model inter-comparison project, and found inter-model
differences of over 0.1 cm s ' in dry deposition velocity and about 20%
in ozone dry deposition flux over the Northern Hemisphere. They
pointed out that improving dry deposition velocities is essential for
better simulating ozone dry deposition fluxes. Our model experiments
find that different PBL and surface schemes can lead to such large
discrepancies in model estimates of ozone dry deposition velocity and
flux.

3.3. Key factors affecting ozone dry deposition

We further diagnose the key factors that influence ozone dry de-
position velocities over BTH for the summer month of July 2015. As
described in Sect. 2.2, the calculation of dry deposition velocity de-
pends on estimates of aerodynamic resistance (R,) and surface re-
sistance (R,). Fig. 7 and Fig. 8, respectively, examine the model simu-
lated differences in R, and R, as resulted from different PBL and surface
schemes and their driving factors. Both R, and R, show larger values
during nighttime (80sm ™" for R, and 250 sm ™" for R.) than daytime
values (50 sm ™! for R, and 150 sm ~* for R.) in YSU_MMS due to stable
PBL and zero solar radiation at night. R, is about a factor of 3 larger
than R, through the day in YSU_MMS5, but the MYJ_Eta and ACM2_PX
schemes estimate higher or comparable R, relative to R, at night. We
can see that model differences in dry deposition velocity using different
PBL/SFL schemes are mainly driven by differences in R, during night-
time and in R, during daytime.

During nighttime, stable PBL conditions are associated with small
friction velocity (u*) and positive Monin-Obukhov length (L). As shown
in Fig. 7, R, values are highly sensitive to the inverse of the Monin-
Obukhov length, which reflects the stability of the PBL. Smaller positive
L (larger 1/L) values correspond to more stable PBL and thus larger R,.
Compared to YSUMMS5, MYJ Eta simulates very stable PBL with
average 1/L occasionally greater than 0.2 (more than 5 times larger
than YSUMMS5) at night, leading to extremely high R, values
(> 300sm ™). ACM2_PX simulates more stable PBL (mean 1/L of ~0.1
during nighttime) over the whole BTH region, resulting in larger R,
(~100sm™ ") and smaller dry deposition velocities. Using the same
surface layer scheme, ACM2_MMS5 generally simulates similar R, values
as YSU_MMS5.

During daytime, R. values simulated by MYJ_Eta and ACM2_PX are
about 20% lower than those by YSU_MMS5 and ACM2_MMS5. Based on
Equations (4) and (5), R. values decrease with increasing ground-level
downward shortwave radiation (GSW), and increase when surface
temperature deviates from 20 °C. The MYJ_Eta and ACM2_PX schemes
simulate lower GSW by about 50 W m ™2 and lower surface temperature
by about 6 °C than YSU_MM5 and ACM2_MMS5. Although lower GSW
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Fig. 5. Spatial distributions of daytime (0800-1900 local time; top row) and nighttime (2000-0700 local time; bottom row) mean ozone dry deposition fluxes
simulated in YSU_MMS5 (first column), and their differences between YSU_MMS5 and other sensitivity simulations (second to fourth columns). Total deposition values

to BTH (in unit of 108 kg month 1) are shown inset.
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Fig. 6. Diurnal cycles of hourly ozone dry deposition fluxes (red bars), surface ozone concentrations (black lines), and dry deposition velocities (blue lines) in July
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ACM2_MMS5 (bottom left), and ACM2_PX (bottom left) relative to YSU-MMB5. (For interpretation of the references to colour in this figure legend, the reader is referred

to the Web version of this article.)

would enhance R., lower surface temperature lead to large R. de-
creases, resulting in smaller R. by about 25sm~ ! in MYJ Eta and
ACM2 PX relative to YSU_ MMS5. Surface temperature is thus a key
factor driving the differences in daytime R, calculation. Similar to R, at
night, daytime R, values in YSUMM5 and ACM2 MM5 show small
differences. We also find the R, and R. differences simulated by dif-
ferent PBL and surface layer schemes are not sensitive to land cover
types. Compared with averages of the whole BTH region as shown in

Figs. 6-8, averages over different land cover types (e.g., crop land, grass
land, and broadleaf forest) in this region show similar results
(Supplementary Figs. S7-S9).

We can further explain the model simulated differences in surface
temperature over the BTH region by analyzing the energy budget fol-
lowing the approach of Xie et al. (2012). In the absence of rain and
snow, the energy balance equation can be written as:
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GSW + GLW — (LH+SH + GRDFLX + eT%) = 0 (6)

where GLW is net downward longwave radiation, LH and SH are latent
heat and sensible heat fluxes, GRDFLX is the ground heat flux, and ecT*
is surface upward longwave radiation that can be used to diagnose
surface temperature (T). As shown in Fig. 9, YSU_MMS5 simulates higher
GSW values (by up to 50 Wm™2) than MYJ_Eta, ACM2 MMS5, and
ACM2 _PX, which are mainly due to lower cloud coverage and density in
YSU_MMS5 (Xie et al., 2012). The differences in cloud reflect the cou-
pling of sub-grid meteorological variables simulated by different PBL
schemes with the cloud microphysics (Xie et al., 2012), and less cloud
simulated by YSU than MYJ is likely due to smaller equipotential
temperature increases during daytime in YSU (Milovac et al. (2016)).
Compared with YSU_ MM5, ACM2_MM5 simulates lower GSW values
but are offset by lower surface LH, leading to similar surface tem-
perature and R. simulations. The MYJ Eta and ACM2 PX schemes,
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however, emit more LH and SH during daytime, and together decrease
the surface upward longwave radiation (i.e., esT* or the net radiation in
Fig. 9) by up to 50 Wm ™2 at noon, which explains the lower surface
temperature and thus R. compared with YSU MM5. As LH/SH is cal-
culated in the model surface layer scheme as functions of exchange
coefficients for moisture/heat and near-surface moisture/potential
temperature gradients, this also reflects the impact of the surface layer
parameterization on model simulation of ozone dry deposition.

4. Conclusions and discussion

In summary, we have conducted a regional modeling study to in-
vestigate the sensitivity of summertime surface ozone concentrations
and dry deposition fluxes to different PBL and surface layer para-
meterizations over the BTH region, and to further explore the root
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Fig. 8. Same as Fig. 6, but for surface resistance R, (red bars), ground-level shortwave radiation (GSW; blue lines), and surface temperature (black lines). (For
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)



Y. Zhao, et al.

YSU_MM5

Atmospheric Environment 218 (2019) 116950

MYJ_Eta-YSU_MMS5
1 1

1200 L L L L L L L 600 ~320 150 L L . L 80 -9
1000 — -

€ F3s €100 0 ~te g
800 - 550 § o -40 E o
& - 3 - >
£ Zgg - k310 8 >0 20 E: > F
=3 N - 500 2 g o o S to 2
200 R 5 E 8 £
“\ T 305 & 20 T g
T 111t L aso 3 i ws | ¢
-200 | | I it 2 30 £, Z |6 5
-400 ~ l I l I < - -60 v

-600 T 400 L 295  -150 T T T . . T -80 L9

7 9 11 13 15 17 19 9 11 13 15 17 19
ACM2_MM5-YSU_MM5 ACM2_PX-YSU_MM5

150 R 80 ro 150 — : 80 ro
100 %0 = L6 < 100 0 = L6 =
- 40 ; = 40 E v
€ 50 L0 27 3 H 50 | 55 % -3 2
a il lea 5 5 5 o
= oS L LS L Q
2 o0 ol B B o £ o g 0 o £ o g
I b <] = ° g
-50 - 20 F L3 & g 08 L3y
--40 © ] F-40 © (]
100 A z | €. 2 L 5
100 L 60 6 5 -100 |56 6 3

-150 T T T T T T T -80 =0 -150 T T T T - - -80 Lo

7 9 11 13 15 17 19 9 11 13 15 17 19
Hour Hour
. GSW GLwWw mm H | SH s GRDFLX - Netradiation —— Surface temperature

Fig. 9. Hourly surface energy flux budget averaged over BTH during 0600-2000 local time in July 2015. The top left panel shows model results from YSU_MMS5 and
the other three panels show differences in sensitivity simulations with different PBL and surface layer schemes relative to YSU_MMS5. Net shortwave and longwave
radiation reaching the ground (GSW and GLW), latent heat fluxes (LH), sensible heat fluxes (SH), and ground heat fluxes (GRDFLX) are shown by histograms. Their
net fluxes represent longwave radiation emitted by the ground (dash lines). Also shown are model results of surface temperature (solid lines).

causes of model differences. We conduct the WRF-Chem model simu-
lations with three PBL schemes representing different turbulence clo-
sures including YSU (local), MYJ (non-local) and ACM2 (hybrid). The
YSU and MYJ schemes are, respectively, coupled to MM5-similarity and
Eta-similarity surface layer schemes, while the ACM2 scheme can be
applied with both MM5-similarity and Pleim-Xiu schemes allowing us
to further test the influence from surface layer parameterizations.
Model simulated 2-m temperature, humidity, and wind speed are
evaluated with observations over BTH, and all show reasonable
agreements. Simulated meteorological variables using different PBL
schemes, although have small differences in the monthly means, may
differ considerably occasionally.

PBL schemes moderately influence model simulation of surface
ozone diurnal cycles and show large impacts on ozone dry deposition
fluxes. Evaluated by in situ observations, model simulations with all
PBL schemes show similar overestimates of surface ozone concentra-
tions during daytime, but simulations with the ACM2 scheme show
much larger underestimates of 10 ppbv than YSU and MYJ at night. The
lower nighttime surface ozone simulated by ACM2 than other schemes
can be explained by its weaker vertical mixing, which leads to stronger
NO,, concentrations and ozone titration near surface. Additional sensi-
tivity experiments with point NO, sources emitted at higher model
layers can largely reduce the model nighttime ozone underestimates,
which indicates that both PBL mixing strength and vertical NO, emis-
sion distributions are crucial for better simulating nighttime ozone
concentrations.

Using different PBL and surface schemes, the WRF-Chem simulated
ozone dry deposition fluxes differ from each other by over 20% during
daytime and 30% during nighttime. These discrepancies reflect com-
bined impacts of differences in surface ozone concentrations and dry
deposition velocities. By analyzing aerodynamic resistance (R,) and
surface resistance (R.) separately, we conclude that the key factors in-
fluencing WRF-Chem model simulation of ozone dry deposition velocity
are the Monin-Obukhov length for R,, which reflecting the stability of
the surface layer during nighttime, and surface temperature for R,
which is determined by ground radiation balance during daytime. This
finding points out the importance of improving PBL and surface layer
parameterizations for better simulating dry deposition fluxes of

atmospheric composition and understanding their environmental con-
sequences via biosphere-atmosphere interactions.

The above analyses of influences of PBL parameterization on ozone
dry deposition are based on the commonly used Wesely scheme
(Wesely, 1989), which applies a uniform “big-leaf” model to simplify
the canopy structures. There are other dry deposition schemes that
consider more complex canopy structures such as the two-big-leaf
model (Zhang et al., 2002, 2003), ecological processes including plant
photosynthesis (Wu et al., 2012) and soil moisture impacts on stomal
conductance (Noilhan and Planton, 1989; Anav et al., 2018), and
coupling with land surface model (Pleim et al., 2001). For example,
Park et al. (2014) found that ozone dry deposition velocities over East
Asia estimated by the Wesely scheme can be 0.24 cms™* higher than
those by the M3DRY scheme (Pleim et al., 2001). Responses of ozone
dry deposition to PBL parameterizations can also vary with dry de-
position schemes. In addition, Rc is linked to land surface properties
including temperature, moisture, and heat fluxes, and is thus strongly
influenced by land surface models. Future work is required to better
understand the influences of land surface models and dry deposition
parameterizations on dry deposition modeling and associated un-
certainties.
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